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[1] With the help of a 2.5‐D particle‐in‐cell simulation code, we investigate the physics
of the acceleration of auroral electrons, through the interaction of an isolated Alfvén
wave packet with a plasma density cavity. The cavity is edged by density gradients
perpendicular to the magnetic field. We show that a single passing of an isolated wave
packet over a (infinite) cavity creates an electron beam. It triggers local current and
beam‐plasma instabilities and small‐scale coherent electric structures. The energy flux of
downgoing electrons is significantly increased, whereas upgoing electrons are also
accelerated, even if no beam is formed. Accelerated electrons remain after the passage of
the Alfvénic pulse, allowing the observation of energetic particles without any significant
electromagnetic perturbation. The dependence of this process on the electron to ion
mass ratio is consistent with its control by inertial effects.

Citation: Mottez, F., and V. Génot (2011), Electron acceleration by an Alfvénic pulse propagating in an auroral plasma cavity,
J. Geophys. Res., 116, A00K15, doi:10.1029/2010JA016367.

1. Introduction

[2] Early models of auroral particle acceleration were
based on quasi‐static parallel electric fields, accelerating
electrons and ions in opposite directions, with roughly the
same narrow distribution in energy [Block and Falthammar,
1990]. Other evidences of accelerated electrons, with broader
distributions in energy and direction, have shown the
importance of time‐varying electric fields [Hultqvist et al.,
1988], possibly carried by Alfvén waves [Kletzing, 1994].
Deep plasma cavities above the Earth auroral zone are a
privileged place for electron acceleration [Hilgers et al.,
1992] and the subsequent turbulence, characterized by
electrostatic coherent structures such as double layers and
solitary waves [Bostrom et al., 1988; Eriksson et al., 1997].
With the Freja spacecraft, is was shown that these regions are
pervaded by Alfvén wave packets (termed as Solitary Kinetic
Alfvén Waves, SKAW). Measurements have shown that
these waves carry a Poynting flux large enough to accelerate
electrons at auroral energies if this flux is to be efficiently
dissipated through a relevant mechanism [Louarn et al.,
1994; Volwerk et al., 1996]. Coincident satellite measure-
ments of fields and particles demonstrate that, as functions of
increasing auroral activity, 25–39% of the total electron
energy deposited in the ionosphere may be attributed to the
action of Alfvén waves [Chaston et al., 2007]. Hull et al.
[2010] performed a case study of the development of an
acceleration region based on multipoint Cluster observations
in the high‐altitude auroral zone, across the plasma sheet and

into the polar cap. They first identify an Alfvén wave dom-
inated system, with its typical broad spectrum of accelerated
particles, in the vicinity of a plasma cavity. After Alfvénic
acceleration the signature (the so‐called inverted V) of par-
ticles accelerated by a quasi‐static structure, such as a strong
double layer is observed. This suggest that the Alfvénic
acceleration process could act as a precursor to the quasi‐
static process. These phenomenons were associated to a
poleward boundary intensification of the auroral arcs seen by
an ultraviolet camera. Hull et al. [2010] performed an anal-
ysis of the small‐scale Alfvénic currents and noticed that, in
the inertial dispersive range, they are damped. In their con-
clusion, the authors suggest that this might be due to Landau
damping, near and above the high‐altitude acceleration
region. In the present paper we propose a different inter-
pretation: the current attenuation would be the result of a
transfer of energy from the wave to the electrons, with the
local heating of electrons, and formation of accelerated
electron beams, associated to the generation of a parallel (to
the ambient magnetic field) electric field.
[3] There is a precise reason why this Alfvénic current

dissipation through electron acceleration would occur at the
inertial scale. According to the MHD theory, an Alfvén
wave could not accelerate particles along the ambient
magnetic field ~B0 because the parallel electric field (Ek) is
null. Within the MHD framework, wavelengths are long
compared to the inertial length c/wpe and to the ion Larmor
radius ri, i.e., k?c/wpe � 1 or k?ri � 1, where k? is the
perpendicular (to ~B) wave vector, wpe is the electron plasma
frequency, c is the speed of light, and ri is the ion Larmor
radius (ri = mivti /eB, mi is the ion mass). Beyond the MHD
approximation, there exists two regimes of parameters
where Alfvén waves can carry a parallel electric field. This
is when k?c/wpe ∼ 1 or k?ri ∼ 1 [Goertz, 1984]. In the Earth
auroral zone, the plasma beta b = 2m0p/B0

2 � me /mi, and
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one deduces that riwpe/c = (bmi/me)
1/2 < 1; the condition

k?c/wpe ∼ 1 is then reached before k?ri ∼ 1. At such scales,
an Alfvén wave carries a parallel electric field, given for a
plane wave by the relation

Ek
E?

� kk
k?

c
!pe

k?
� �2

1þ c
!pe

k?
� �2 : ð1Þ

This parallel electric field has a functional form similar to
those of the other fields, i.e., sinusoidal, with the same
wavelength.
[4] Therefore, most of the theories of auroral acceleration

by waves are based on inertial Alfvén waves (see for
instance Kletzing [1994], Lysak and Lotko [1996], and Watt
and Rankin [2008]). Bridging with the early models cited at
the beginning of the introduction, we can see now that the
time varying electric fields associated to the non stationary
acceleration structures [Hultqvist et al., 1988] are, in many
cases, identified as inertial Alfvén wave electric fields.
[5] Before concluding that such waves can accelerate

electrons, one must question the origin of the oblique
component k? of the wave vector. An explanation based on
the properties of plasma cavities has been proposed [Génot
et al., 1999]. When an Alfvén wave, initially in pure parallel
propagation (k? = 0), propagates upon a perpendicular
density gradient, the wavefront is bent (phase mixing) as
propagation is faster in the low‐density region than the
denser one. In that case, there is a parallel electric field quite
similar to the one of an inertial Alfvén wave: in the above
formula, k? may be replaced by ∂xlnn (n is the plasma
density, and ∂x is a spatial derivative perpendicularly to the
magnetic field). The role of density cavities on the formation
of narrow‐scale Alfvén waves has been confirmed recently
with a three dimensional linear model of the auroral flux
tube [Lysak and Song, 2008].
[6] Therefore the parallel electric field could be partly

explained by a propagation effect of Alfvén waves on the
borders of the plasma cavities, where the perpendicular
density gradients are large.
[7] A set of numerical simulations showed that parallel

electric fields first develop on the (rather long) Alfvén
wavelength and accelerates strongly a minority of electrons
[Génot et al., 2000]. Then an unstable electron beam is
formed which triggers current and beam instabilities. The
nonlinear evolution shows the formation of electron holes
structures and associated coherent (small‐scale) electrostatic
structures observed in auroral cavities by many spacecraft
[Génot et al., 2001a, 2004]. More recently a comparative
study conducted with FAST data [Chaston et al., 2006]
revealed that predictions of the present model were actually
observed (electron acceleration on the density gradients,
wave focusing in the cavity, ..). On the simulation side,
analog results were found independently by Tsiklauri et al.
[2005]. However these simulations were initialized with a
sinusoidal AW (one wavelength covering the parallel length
of the simulation domain), whereas observed SKAW prop-
agate as isolated wave packets (see for instance observations
by the Freja spacecraft in the work by Louarn et al. [1994]
and Volwerk et al. [1996]). To obtain a quantification of the

acceleration process according to the previous scenario for
more realistic conditions, it is therefore crucial to wonder
whether a localized input (the Alfvén pulse) may still trigger
sufficient acceleration to power the aurora, i.e., whether
energy transfer from the wave to the electrons may still take
place over a reduced distance along field lines. The present
paper is addressing this broad question by analyzing the
propagation of Alfvén wave packets upon a density gradi-
ent. Investigating the process at work in such a configura-
tion with the help of a kinetic code which retains
nonlinearities (for a description of the particle‐in‐cell (PIC)
code see Mottez et al. [1998]), we shall set a bridge between
the work of Génot et al. [1999] which included a localized
Alfvénic pulse, but considered only the bifluid approach (via
linearized equations), and the self‐consistent work of Génot
et al. [2004] where Alfvén waves were purely sinusoidal.
[8] The numerical method and the sets of simulation

parameters are given in section 2 whereas the pulse propa-
gation is tested in section 3. Electron and ion acceleration
are evidenced in section 4.1, followed in section 4.2 by an
analysis of the plasma turbulence generated by accelerated
electrons. In section 4.3, we determine which part of the
wave spectrum contributes most efficiently to the accelera-
tion. Section 5 is devoted to the discussion of our results
compared to other similar, but contradicting, simulations
[Tsiklauri, 2007], and we conclude in section 6.

2. Numerical Method and Parameters

[9] Following Génot et al. [2000, 2001a, 2004] the
numerical simulations make use of an electromagnetic PIC
code that takes into account the motion of the electron
guiding center and the full ion motion [Mottez et al., 1998].
[10] The 2‐D simulation domain is defined by the rect-

angular coordinate system (x, y). The direction x is the
direction of the ambient magnetic field B0 and corresponds
to the longest side of the simulation domain. The vectors are
tridimensional, with a component z perpendicular to the
simulation box.
[11] The physical variables are reduced to dimensionless

variables. Time (the inverse of) and frequencies are nor-
malized by the electron plasma frequency wp0 which cor-
responds to a reference background electron density n0.
Velocities are normalized to the speed of light c, and the
magnetic field is given in terms of the dimensionless elec-
tron gyrofrequency wce/wp0. The mass unit is the electron
mass me. Therefore, the units are c/wp0 for distances, wp0/c
for wave vectors, e for charges, en0 for the charge density,
cwce/wp0 for the electric field, and ce/wp0 for the magnetic
moment m of the electrons. In the following parts of the
paper, all equations, numerical values and figures are
expressed in this system of units. Let us note that the ref-
erence density n0 (or plasma frequency wp0) is a free
parameter and may therefore be fixed arbitrarily; other
plasma parameters are consequently deduced from this
choice. For instance, setting n0 = 10 cm−3 leads to B0 = 4 mT
for a magnetization given by wce/wp0 = 4 typical of the
auroral region.
[12] We present results from six simulations: run A to run

F (Table 1). Run A is set initially with an Alfvén wave
packet which propagates upon an homogeneous plasma. The
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other simulations are set with Alfvén waves (a wave packet
or a sinusoidal wave) which propagate in an infinite plasma
cavity extended along the magnetic field direction, and
delimited by two strong density gradients perpendicular to
the magnetic field.
[13] The simulations are initialized with the sum of

8 (or 1) sinusoidal waves with a maximum at x = 0. The
waves have a right‐hand circular polarization. In run A and
run B, dBy (x) at t = 0 is a sum of eight sinus of equal
amplitude and dBz(x) the sum of eight cosines of the same
amplitude, given by the wave magnetic field dB = 0.032 × B0

where B0 = 4.0 is the background magnetic field amplitude
(orwce /wp0 = 4). In run D and run E a single sinusoidal wave
is initially set with an amplitude dB = 0.0904 × B0, such that
the runs A, B, D, E have the same initial magnetic energy.
(The sum SidBi

2 has the same value in the four simulations,
where i is the index of the monochromatic waves that
contribute to the wave packet.) Setting the same magnetic
energy in these simulations allows for a better comparison of
the energy transfer from the waves to the particles, because,
at least in the MHD approximation, the wave Poynting
flux of AW, S = Sk = dB2 VA/m0, is proportional to the
magnetic energy density dB2.
[14] In run A and run B, wavelengths are l = l0/m where

l0 = 409.6 and m varies from 1 to 8. Only the larger
wavelength of run B is kept in run D, while the smallest is
kept in run E. The phase velocities vary from 0.4529 for the
shortest wave to 0.2257 for the longest; that is, the disper-
sion is nonnegligible. The ideal MHD Alfvén velocity is
VA = B/

ffiffiffiffiffiffiffiffi
�0�

p
= 0.2 is smaller; it does not represent accu-

rately the propagation of these waves for which inertial
effects are effective. The polarization of the 8 sinusoidal
waves is described in details in the appendix of Mottez
[2008].
[15] The size of the whole simulation domain is 4096Dx ×

128Dy, where Dx = Dy = 0.1 is the size of the grid cells.
[16] Mottez [2003] has shown, in the context of Vlasov‐

Maxwell formalism, that the gradients of the auroral plasma
cavity can be modelized as tangential discontinuities, in
spite of a nonscalar pressure tensor that cannot be char-
acterized through the MHD theory [Mottez, 2004]. Run B
contains a plasma cavity whose area of largest depth,
nmin/nmax = 0.2 is a channel of infinite length, and 12Dy
broad. The edges of the cavity are smoothed with a gaussian
profile. The electron thermal velocity (in and outside the
cavity) is vte = 0.1 (ion and electron temperatures are equal).
The ion to electron mass ratio is varied from mi/me =
100 (run C) to mi/me = 400 (in runs A, B, D, E). There are
∼26 × 106 particles of each species corresponding to an
average of 50 particles per cell. There are 2048 time steps in

the simulation, defined by Dt = 0.2, corresponding to a time
lapse tmax = 409.6.

3. Test Bench for the Pulse Propagation

[17] The pulse propagation in a uniform plasma has
been tested with the simulation run A. Figure 1 shows the
Ey (x, y(x, t), t) transverse component of the electric field
along the direction x, as a function of time for this simula-
tion. Initially, the line defined by y(x, 0) = 5 is in the middle
of the density gradient. Displacing it with the same
velocity as the plasma allows to keep it inside the region
of transverse density gradient. Therefore, considering the
MHD approximation, we move this line with the velocity
~v = ~E × ~B/B2. Practically, y(x, t) is the solution of dt y(x, t) =
Ez (x, y, t)/Bx (x, y, t).
[18] We can see that the superposition of the 8 waves is

like a single Alfvénic pulse (and a residual short wavelength
sinusoidal wave). It propagates with dispersion, but on the
timescale of the simulation, we can still clearly identify a
wave packet. (A longer simulation box and more computing
time would allow for longer wavelengths, and a less dis-
persive Alfvén wave packet, as in MHD.) Initializing the
wave packet with a sum of 8 waves with an amplitude
distribution fitting a Gaussian shape, instead of a sum of
8 waves of equal amplitudes, would make a smoother and
better localized wave packet. Nevertheless, wave packets
observed onboard satellites, such as in the work by Louarn
et al. [1994], do not specifically exhibit a Gaussian shape.

Table 1. Simulation Parametersa

Run mi /me Cavity Size Nmode d Bmax/B0

A 400 no cavity 8 0.0320
B 400 409.60 ×1.20 8 0.0320
C 100 409.60 ×1.20 8 0.0320
D 400 409.60 ×1.20 1 (large) 0.0904
E 400 409.60 ×1.20 1 (small) 0.0904
F 200 409.60 ×1.20 8 0.0320

aHere d Bmax/B0 is set in order to have the same initial magnetic energy in
all simulations.

Figure 1. Run A: temporal stack plot of the transverse
electric field Ey (x, t) along a field line (x horizontal axis).
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[19] In run A, the initial density is uniform. It is not the
case for other simulations. The electron density in run B is
shown in Figure 2, for three different times ti corresponding
to the beginning, (approximately) the middle and the end of
the simulation. To help the reader to understand Figure 3,
we have drawn the line y(x, ti) in Figure 2. Figure 2 shows
that the perpendicular displacement of the cavity maximizes
where the wave packet amplitude also maximizes. This
motion is magnified by the aspect ratio of Figure 2 (corre-
sponding to dimensions 409.6 × 12.8); it is actually less
important than it looks in Figure 2. We can see in Figure 2
that to a good approximation, the isodensity areas follow the
y(x, t) line superimposed to the gradient. This proves that
the motion of the cavity is mainly controlled by the ~E ×
~B/B2 drift of the plasma induced by the (Alfvénic pulse)
electromagnetic field as expected. Is the cavity depth and
profile modified by the Alfvénic pulse? In Figure 2, we can
compare, for instance the cavity at time t = 0 (for any value
of x since it is initially uniform in that direction), and at time
t = 409.6. At this late time, the Alfvénic pulse is in the
middle of the simulation box (around x = 200), and we can
see that for x < 200, where the pulse has already passed, the
cavity has the same depth and the same transverse shape
(i.e., along the y axis) as at t = 0. In other words, the passage
of the wave packet does not destroy the plasma cavity. This
confirms the results shown in previous works, conducted
with only one sinusoidal wave [Génot et al., 2001a, 2004]. It

is at odds with Sydorenko et al. [2008] in which numerical
simulations of an Alfvén wave packet of high‐amplitude
propagating in the ionospheric Alfvén resonator are con-
ducted. Contrary to the present work, they initialized a wave
with a transverse wave vector. The particle motion is com-
puted under more restrictive simplifications as in our code,
but, reciprocally, their simulations include a real mass ratio
and longitudinal density gradients, where our simulations
are initially homogeneous along the ambient magnetic field
direction. As expected in the inertial Alfvén wave regime,
acceleration occurs. This acceleration is accompanied, for
small enough wavelength (its does not work with the fun-
damental mode), by the creation of a density depletion in a
small area at low altitude, where the accelerating parallel
electric field reaches its highest amplitude. The density
depletion is caused here by the accelerated plasma being
expelled from the acceleration region (a depression of about
50% may be formed). In our simulation, the acceleration
process does not destroy the cavity, but it does not dig it
either. This may be a consequence of the homogeneity of the
plasma in the longitudinal direction, that is also the direction
of plasma acceleration.
[20] Figure 3 shows Ey (x, y(x, t), t) for run B. The waves

are the same as in run A, but they are set upon the density
channel. The situation becomes more complex, because
their polarization is those of Alfvén waves uniquely for the
density outside the cavity. Inside the cavity, other wave
modes can be triggered. We can see that some waves are

Figure 2. Run B: map of the density at times (top) t = 0,
(middle) t = 179, and (bottom) t = 409. The line corresponds
to a curve of equation y = Y(x, t) along the density gradient.

Figure 3. Run B: transverse electric field Ey (x, t) along the
curve y = Y(x, t) shown in Figure 2. The time is on the
vertical axis, and x is on the horizontal axis.
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emitted backward, especially for short wavelengths. Never-
theless, Figure 3 is still dominated by the Alfvén wave packet
that propagates from left to right. As we can see, there is more
dispersion than in run A. In the end of run B, the wave packet
is still recognizable, but is severely affected. We can see in
Figure 3 that the pulse has traveled across a distance of 200,
over a duration of 409. The corresponding velocity is vP ∼ 0.5.
This is the value that we adopt in the following parts of the
present paper, when we need to characterize the pulse prop-
agation velocity.

4. Quantification of the Acceleration

4.1. Particle Energy Flux

[21] The significant difference between run A and run B
concerns the parallel electric field. In run A (not shown) it is
absent. In run B, no parallel electric field is set initially, but
it develops naturally, as a consequence of the phase mixing
on the density gradients. A map of the parallel electric field
Ex (x, y) is shown in Figure 5 for three different times. From
an initial vanishing value, a localized structure develops as
the Alfvénic pulse propagates. The Ex electric field is mainly
localized in and around the density depletion, and its
structure is time‐dependent. This evolution may also be
traced in Figure 6 that displays Ex (x, y(x, t), t). At time zero,
it is null everywhere, but a bipolar structure soon emerges
with the characteristic size of the wave packet. In the linear

regime, the scale of the parallel electric field is given by the
characteristic scale of the incoming field, Ey, as it can be
seen in Figure 3. After time t = 200, small‐scale structures
appear. This is a signature of a nonlinear evolution of the
system. We can notice first a peak of parallel electric field,
that propagate at the same speed as the wave packet, soon
followed by a bunch of less intense structures that propagate
slightly slower, and preceded by small amplitude fast
structures. All these structures emerge from the wave
packet. The parallel electric field is able to accelerate elec-
trons along the ambient magnetic field (x direction), as can
be seen in Figure 7. Figure 7 shows the electron distribution
function fe (x, vx) integrated over y. Figure 7 is in log scale, it
provides a good way to show the creation of a minority of
fast electrons, with velocities vx up to 8vte.
[22] According to Semeter et al. [2001], the intensity of an

auroral arc is quasi‐proportional to the flux of electron
kinetic energy across a surface, defined as an integral over
the velocity space

F xð Þ ¼
Z

v′2v′x f ~v′; x; y′ð Þd3~v′dy′: ð2Þ

[23] To evaluate the efficiency of the acceleration process
seen in the simulations, we have evaluated this flux. Prac-
tically, we compute a sum over the macroparticles,

F xð Þ ¼ SSv
2vx; ð3Þ

Figure 4. Run B: map of the perpendicular electric field
Ey (x, y) at the same times as in Figure 2.

Figure 5. Run B: map of the parallel electric field Ex (x, y)
at the same times as in Figure 2.
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where S is a subset of particles. Let x′, y′ be their coordi-
nates, S is restricted to the particles such as xmin < x′ < xmax.
In order to have sufficient statistics, but a reasonable spatial
resolution, we have chosen xmin = x − 10Dx and xmax =
x + 10Dx. In order to focus on the acceleration process, that
happens essentially in and around the density depletion, we
have also computed fluxes for particles with y′ in the middle
half of the simulation box, (between 0.25Ly and 0.75Ly).
There is no selection of the particles based on their velocities.
All the particles (thermal and suprathermal) are included in
the computation of the flux.
[24] We have computed four distinct components of the

electron kinetic energy flux. They are Feu, computed with
the upgoing particles only, Fed with downgoing particles
only, Fecu with the upgoing particles only with y′ in the
middle half of the simulation box (in and around the density
channel), and Fecd with downgoing particles only in the
middle half of the box.
[25] Figure 8 is a plot of the time evolution of these four

components, for x = 102.4, in the simulation run B. Of
course, as the centered fluxes Fecd and Fecu are computed
with a smaller number of particles, their amplitude is smaller
too (proportional to the ratio of the number of particles in
the two areas; the two sets of particles have the same initial
velocity distributions). We can see that at time 100, the
wave packet approaches the surface x = 102.4, and a faint
fluctuation of the fluxes appears. At time 200, the bulk of
the Alfvénic pulse crosses the surface of interest, and this
corresponds to the maximum of the flux intensification.

Then, the fluxes decrease. When the pulse has left the sur-
face of interest, the fluxes are higher than in the initial
conditions, showing that the effect of the acceleration can be
felt even after the pulse crossing. Comparing the centered
fluxes Fecd, Fecu and the total fluxes Fed, Feu, we can see that
the relative increase of flux is more pronounced in the
middle of the box, on the density gradients, than just close to
it. The flux Fecd is increased by a factor 4.3, while Fed is
amplified by a factor 2.25 only. As there are less particles in
the middle than on the sides of the cavity we conclude that
the acceleration occurs in the center of the box, the plasma
cavity region. This confirms the role of the plasma cavity in
the acceleration process.
[26] The comparison of the upward and of the downward

fluxes shows that the acceleration occurs in the two direc-
tions, but mainly in the direction of propagation of the
Alfvénic pulse, i.e., downward. If this was a resonant pro-
cess of acceleration, we would have only acceleration for
particles with a velocity close to the Alfvénic pulse velocity
(i.e., downward). The observation of an upward flux shows
that the process involved here is not purely resonant.
Nevertheless, the fact that downward acceleration is more
efficient is somehow resonant, as it is due to the fact that the
particles with an initially downward velocity see the accel-
erating electric field carried by the wave during a longer
time than the upgoing particles.

Figure 7. Run B: electron distribution function fe (x, vx) in
logarithmic scale, along the curve y = Y(x, t) shown in
Figure 2. The horizontal axis is the position x, and the
vertical axis is the parallel velocity vx.

Figure 6. Run B: parallel electric field Ex (x, t) along the
curve y = Y(x, t) shown in Figure 2 (same axis as Figure 3).
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[27] Figure 9 is a similar plot for the proton energy fluxes.
We can see that the ions are accelerated. The flux of the
downward protons increases by a factor 1.6. It is 2.7 times
less than for the electrons. Proton distribution functions (not
shown) do not exhibit any ion beam; this is consistent with a
weaker acceleration efficiency for the protons. In Figure 9,
we can also notice that the difference between upward and
downward energy fluxes is smaller than for the electrons.
This is due to the fact that the difference of upward and
downward ion velocities is smaller than for the electrons.
When it is compared to the Alfvén wave packet velocity, we
have 2vte /vP ∼ 0.36 for the electrons, and 2vti /vP ∼ 0.018 for
the ions, where we have taken vP = 0.5 for the wave packet.
Therefore, the difference of time spent by the upgoing and
the downgoing ions in the acceleration region (that moves
with the waves) is weak compared to the case of the elec-
trons, and the upgoing and the downgoing ion accelerations
have approximately the same efficiency. Tsiklauri et al.
[2005] made a series of simulations, in the context of
Solar physics, that presents similarities with the simulations
presented here and in previous papers (see Mottez et al.
[2006] for a detailed comparison). In the work by Tsiklauri
et al. [2005], plots of the ion distribution functions show a
broadening that is not seen in our simulations. In Run A for
instance, we can see only an increase by 5% of the ion
perpendicular thermal speed. Actually, when Tsiklauri et al.
[2005] analyzed the contribution of this broadening to the
energy budget, they found no contribution, because the
kinetic energies in the directions y and z oscillate in anti-
phase. Therefore, they conclude that there is no ion accel-
eration in their simulations and that the ion distribution
broadening is due to the usual velocity perturbations asso-
ciated to the AW. Why is there a distribution broadening in
their simulations, and not in ours? In the work by Mottez
[2008], the perturbation of the velocity fields associated to

the AW is given, in the frame of the cold bifluid plasma
theory. This is the perturbation used for the initial conditions
of the simulations of the present study. The ion velocity
perturbations (given in code units) are

Vpy xð Þ ¼ Scp1By xð Þ andVpz xð Þ ¼ cp1Bz xð Þ; ð4Þ

where cp1 = −Sme/(w + Swci) kw mp where S = ±1 depends on
the polarization (right or left handed). We can see that for a
weak ion to electron mass ratio (16 in the work by Tsiklauri
et al. [2005]) this perturbation is strong, while for a larger
mass ratio (400 in the present study), the ion velocity per-
turbation is lower. Therefore, we can conclude that there is
no significant ion acceleration in the present simulations, and
this result agrees with the analysis conducted by other
authors.
[28] Where are the accelerated electrons? In Figure 7 there

is a peak of high‐energy electron density at the same
(moving) location as the wave packet. In order to localize
the positions of the accelerated electrons within the wave
packet, we invite the reader to compare Figure 7 with
Figures 4 and 5 that display the perpendicular (Ey (x, y)) and
parallel (Ex (x, y)) electric fields at the same times. The
electrons can reach a velocity 0.8 = 8vte, and the wave
packet velocity is vP ∼ 0.5, therefore many of the accelerated
electrons propagate, at least temporarily, in front of the wave
packet. Actually, a comparison with Figure 4 shows that the
wave packet, as seen with Ey is very extended. On the
contrary, the parallel electric field Ex, seen in Figure 5, has a
very localized structure with peaks of high‐amplitude spread
over a distance ∼50 only (the smaller peaks of parallel
electric field are discussed in section 4.2). At time 409, they
are localized around x = 200, and this is precisely where we
can see, in Figure 7, the largest number of accelerated
particles. The population of accelerated particles extends on
the two sides of this area, with the most energetic particles
ahead of it. In that situation, a space probe passing below an
acceleration region would measure the energetic downgoing
electrons slightly before the parallel electric field of the

Figure 8. RunB: energy fluxes of electrons (see equation (3))
for x = 102.4. The flux Feu (Fed) is computed with the upgoing
(downgoing) particles only, and Fecu (Fecd) is computed with
the upgoing (downgoing) particles in the middle half of the
simulation box only.

Figure 9. Run B: energy fluxes of ions. Same computa-
tions as in Figure 8 but for the ions.

MOTTEZ AND GÉNOT: ALFVÉN PULSE IN CAVITY A00K15A00K15

7 of 11



Alfvén wave at the origin of their acceleration. This is
possible only if the Alfvén wave velocity is comparable to
the electron velocity (here vA ∼ 3vte). This does not happen
in the high‐altitude auroral zone (10 000 km) as seen for
instance from the Viking, Cluster or Polar spacecrafts,
where vA is of the order of c, but it is possible at lowest
altitudes (1000 km) in the regions that have been explored
by Freja, for instance.

4.2. Coherent Structures

[29] We have seen in Figure 6 that after time 200, the
cascade from large‐scale to small‐scale parallel electric field
structures becomes visible. This effect was already seen in
previous studies, with a sinusoidal Alfvén wave [Génot et al.,
2001a, 2001b]. When looking at Figure 7, we can see that the
small‐scale electric field structures are associated to vortices
in the phase space. These vortices have a suprathermal
velocity comparable to the wave packet velocity. Similarly to
the analysis developed by Génot et al. [2004], we infer that
they are a consequence of the nonlinear evolution of an
electron beam plasma instability. The beam is formed by the
fastest electrons which quit the acceleration region (the
packet) ahead of it. To assess the triggering of this instability
we use the criterion derived by Gary [1985]:

vthe�beam

vdrift�beam
� ne�beam

ne

� �1=3

; ð5Þ

where vthe–beam is the beam thermal velocity, vdrift–beam is the
beam drift velocity, ne–beam is the beam density and ne is the
core density. Using the electron distribution function at time
179.2 and x = 102.4 (see Figure 7, middle), for which small‐
scale structures are already present, we deduce the following
parameters: vthe–beam = 0.04, vdrift–beam = 0.69, ne–beam =
0.026, and ne = 1.21, which readily satisfy the above criterion.
[30] Similarly to the small amplitude case studied by

Génot et al. [2004] we do not observe signatures of a
Buneman instability. This instability is a consequence of a
large velocity drift of the electron distribution with respect
to the ion one and is triggered in the presence of a parallel
electric field of sufficiently large amplitude and installed on
long spatial scale. This does not happen with a localized
pulse of reasonable amplitude.

4.3. Efficiency

[31] The wave packet is built initially as a sum of sinu-
soidal waves of various wavelengths with the same ampli-
tude. This choice is arbitrary but facilitates the study of each
wave mode efficiency in the acceleration process.
[32] Run D was initialized with a single sinusoidal wave

with the largest wavelength. Its amplitude was chosen in
order to have the same initial wave energy as in runs A and
B. No electron acceleration is observed in run D. On the
contrary run E was initialized with a single sinusoidal wave,
with the smallest wavelength. Figure 10 shows that it is an
efficient electron accelerator. These two simulations indicate
that the short Alfvén wavelengths contribute more effi-
ciently to the electron acceleration. The issue is that the
Alfvén wave with short wavelengths is more dispersive (the
non dispersive waves correspond to the case of the long
MHD wavelengths), and do not favor the coherence of the
Alfvén wave packet over long distances. Therefore, for
efficient acceleration by Alfvén wave packets, there is a
balance to find, in terms of the size of the packets, between
the dispersive effects, and the efficiency of the electron
acceleration.

5. Influence of the Ion to Electron Mass Ratio

[33] Within the MHD framework (w � wci) Alfvén waves
constitute a single mode. It is actually the degeneration of
two different modes, with right‐hand and left‐hand circular
polarizations, whose dispersion relations become quite dis-
tinct at high frequencies. Tsiklauri [2007] performed simu-
lations of acceleration by ion cyclotron waves, in the
continuation of the left‐hand polarized Alfvén wave branch.
Our simulations are based on the propagation of right‐hand
polarized Alfvén waves, in the low‐frequency part of the
whistler branch. We made this choice because the right‐
hand polarized waves are less dispersive, more like the
MHD waves usually involved in the literature. In particular
with the right‐hand polarized mode, nothing special happens
at frequencies close to the ion cyclotron frequency. The
observations of Solitary Kinetic Alfén Waves encourage us
to think that, in the auroral zone, Alfvén wave packets are
only weakly dispersive. For left‐hand polarized waves with
a small wavelength, i.e., ion cyclotron waves, the case is
different. The dispersive nature of the propagation con-
stitutes an important aspect of the problem, because the ion
cyclotron frequency corresponds to a resonance. Tsiklauri

Figure 10. Run E: electron distribution function fe (x, vx),
as in Figure 7.
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[2007] has shown a coupling between the parallel electric
field and the perpendicular electric field driven by the Alfvén
wave, that, for the left‐hand polarized mode is strongly
influenced by ion gyrofrequency effects, with important
consequences on the acceleration process. This is what he
observed in his simulation, based on left‐hand polarized
waves. As the ion cyclotron frequency is inversely propor-
tional to the ion to electron mass ratio, in order to charac-
terize this resonant effect, Tsiklauri [2007] performed several
simulations in which the ion to electron mass ratio was
varied. A result was that the acceleration process is less
efficient with a higher ion to electron mass ratio, and they
concluded that the acceleration is not controlled by the ion
polarization drift amplitude (as with inertial Alfvén waves)
but by the ion cyclotron frequency. This is contrary to the
interpretation developed in the present paper, and we explore
below this contradiction.
[34] The inertial effect is caused by the ion polarization

drift, that is proportional to the ion mass mi, and by the
electron inertia, that is proportional to the inverse of the
electron mass me

−1. Therefore, the inertial effects are a
growing function of the ion to electron mass ratio. There-
fore, a test on the dependency of the acceleration on the
mass ratio helps to discriminate the control by the gyrofre-
quency (growing with me/mi) from the control by inertial
effects (growing with mi/me). Following Tsiklauri [2007],
we have conducted a series of numerical simulations with
the same parameters as in run B, except for the mass ratio.
Figure 11 shows the time evolution of the maximum value
of the parallel electric field Ex, for simulations run B (mi /me =
400), run F (mi/me = 200), run C (mi/me = 100). In our
simulations with right‐hand polarized waves, it appears that
when we increase the mass ratio, the growth of the parallel
electric field is more significant. This property is compatible
with the predominance of the inertial effect on the Alfvén
wave propagation. Figure 12 shows the energy flux of the

downward electrons. Here again, we observe a larger elec-
tron acceleration for the largest mass ratio (400). The com-
parison of the acceleration for mass ratios of 100 and 200 is
not so simple. Anyway, we do not observe that the acceler-
ation is more efficient with a decreasing mass ratio. Our
results are therefore different from those of Tsiklauri [2007].
Nevertheless, there is no contradiction in the physics, since
we do not explore the same branch of wave propagation. Let
us note that both our work and those by Tsiklauri [2007]
were conducted with reduced ion to electron mass ratio.
We can expect that for the real mass ratio, the efficiency of
the acceleration by right‐hand polarized waves would be
better than in run B. On the contrary, the acceleration pro-
vided through a cyclotron wave would be weaker, loosing
importance among the auroral acceleration processes. Of
course, modifying the mass ratio also changes the ion
cyclotron period, as well as the Alfvén velocity to electron
thermal velocity ratio, that are important in both kinds of
acceleration processes. Therefore, this simple test alone does
not assess whether the process underlying acceleration in the
simulations of the present paper is indeed caused by inertial
effect. It simply gives a clue, in response to Tsiklauri’s
[2007] numerical experiments. A more thorough study of
the influence of the mass ratio will be proposed in a forth-
coming study.

6. Discussion and Conclusion

[35] In this paper, we have confirmed that an Alfvénic
pulse propagating downward along a plasma cavity is able
to generate transverse small scales, and thanks to inertial
effect, a parallel electric field. This parallel electric field
causes a broad spectrum of accelerated electrons, mainly in
the downward direction. The electrons are accelerated
within the wave packet, but they can propagate faster, and
be present at lower altitudes. The acceleration process

Figure 11. Maximal value of the parallel electric field,
over the simulation box, as a function of time. The three
curves correspond to simulations with different mass ratios.
Run B, mi/me = 400; run F, mi/me = 200; run C, mi/me = 100.

Figure 12. Electron energy flux of downgoing electrons
Fecd, in the middle of the simulation box (see Figure 8;
the red curves in Figures 8 and 12 are identical). The three
curves correspond to simulations with different mass ratios.
Run B, mi/me = 400; run F, mi/me = 200; run C, mi/me = 100.

MOTTEZ AND GÉNOT: ALFVÉN PULSE IN CAVITY A00K15A00K15

9 of 11



increases the downward flux of kinetic energy of the elec-
trons, and this should favor the triggering of optical auroras
in the ionosphere. Short Alfvénic pulses (small wavelengths)
accelerate the electrons more efficiently than long ones. A
short study of the efficiency of the acceleration process as a
function of the ion to electron mass confirms that the
accelerating parallel electric field is compatible with inertial
effects (inertial Alfvén wave triggered acceleration).
[36] Watt and Rankin [2010] performed a series of

numerical simulations to evaluate the efficiency of the shear
Alfvén waves in providing the electron energy flux that
powers the aurora. They used a self consistent drift‐kinetic
code which allows to simulate a significant portion of an
auroral magnetic field line, taking into account the varia-
tions of the magnetic field strength and plasma density with
altitude. By comparison, our simulation box is much smaller
than that, and we do not take into account the convergence
of the lines of force.
[37] Watt and Rankin [2010] took into account the ion

polarization drift which induces the Alfvén wave inertial
effects, and produces, in their formulation, a scalar electric
potential drop. Electrons are accelerated by a parallel elec-
tric force injected at the top of the simulation box, which
corresponds to those of an inertial Alfvén wave packet.
Further effects depend on the propagation of this wave
packet along the converging magnetic field lines, and the
dynamics of the electrons. The authors have computed the
electron energy flux, and they conclude that the input of
energy given by the wave may be sufficient to excite
detectable auroras (in three cases, over the four studied), for
a detection threshold set at 1 mW.m−2. The amplitude of the
wave packet injected at the upper boundary is quite strong,
with an associated parallel electric potential drop of several
hundreds of Volts. However, their Figure 7 shows that about
80% of the Poynting flux associated with the wave disap-
pear in the very first cells of their simulation box. The ini-
tialization procedure may be in cause: it seems that the
Alfvén wave electromagnetic field is included in the initial
conditions, but not the associated perturbations of the
electron and ion velocities. Therefore, we can expect that
with a more consistent initialization of the Alfvén wave
packet, the efficiency of the electron acceleration would be
even better than claimed by the authors. The correct Alfvén
polarization is established quickly, but at the expense of the
initial amplitude of the wave electromagnetic field. There-
fore, the true amplitude of the Alfvén wave in their simu-
lation does not corresponds to the one set at time 0, and used
as a reference.
[38] Let us notice that the initial electron distribution in

their simulations already contains an energetic tail, as it is
modeled with a kappa distribution function. With the
consideration of the plasma cavity interaction with the
wave, the high‐energy tail of the electron distribution
appears self‐consistently.
[39] Comparing the work of Watt and Rankin [2010] and

ours it appears that our simulations offer an insight into the
origin of the parallel electric field and the microscopic
aspects of the Alfvénic acceleration that cause auroras,
while Watt and Rankin [2010] focus mainly on their mac-
roscopic effects.
[40] In both studies it is shown that an Alfvén wave

packet can provide a significant increase of the electron

energy flux, favoring the excitation of observable polar
auroras.
[41] The acceleration of electrons through the interaction

of Alfvén waves and plasma cavities is not bound to happen
only in the Earth auroral zone although the Earth environ-
ment is the only region where, up to now, Alfvénic pro-
cesses have been observed in situ. Indeed, since the
pioneering work of Heyvaerts and Priest [1983], many
theoretical works have been devoted to Alfvénic accelera-
tion on transverse density gradients in the Sun corona.
Recent works have been specifically devoted to non‐MHD
effects [Tsiklauri et al., 2005; McClements and Fletcher,
2009; Bian and Kontar, 2011]. There are also observa-
tional evidences that Alfvén waves can accelerate electrons
in the vicinity of Io and Jupiter [Hess et al., 2007] some-
times combined with other acceleration structures [Hess
et al., 2009]. However, in the Jovian case, it is not obvious
that the plasma cavities are the sources of the inertial effects
[Mottez et al., 2010] and it is possible that they result from
wave filamentation at the border of the Io plasma torus [Hess
et al., 2010].
[42] Up to now, we are not aware of any measurement of

the length scale of the auroral cavities along the magnetic
field. In our simulations, it has been considered as infinite.
We plan to simulate the effect of Alfvénic pulses propa-
gating over finite size auroral cavities, and evaluate the
efficiency of the acceleration mechanism according to the
ratio between the characteristic length scales of the cavity
and of the Alfvénic pulse. We are also interested to see if
waves of stronger amplitude can contribute to regenerate or
to destroy the plasma cavities. These topics are currently
under study and will be presented in a forthcoming paper.
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the program PNST. The numerical simulations were performed at the com-
puting center (DIO) of the Paris‐Meudon observatory.
[44] Robert Lysak thanks the reviewers for their assistance in evaluat-

ing this paper.

References
Bian, N. H., and E. P. Kontar (2011), Parallel electric field amplification by
phase mixing of Alfven waves, Astron. Astrophys., 527, A130–A134,
doi:10.1051/0004-6361/201015385.

Block, L. P., and C.‐G. Falthammar (1990), The role of magnetic‐field‐
aligned electric fields in auroral acceleration, J. Geophys. Res., 95,
5877–5888.

Bostrom, R., G. Gustafsson, B. Holback, G. Holmgren, and H. Koskinen
(1988), Characteristics of solitary waves and weak double layers in the
magnetospheric plasma, Phys. Rev. Lett., 61, 82–85.

Chaston, C. C., V. Genot, J. W. Bonnell, C. W. Carlson, J. P. McFadden,
R. E. Ergun, R. J. Strangeway, E. J. Lund, and K. J. Hwang (2006), Iono-
spheric erosion by Alfvén waves, J. Geophys. Res., 111, A03206,
doi:10.1029/2005JA011367.

Chaston, C. C., C. W. Carlson, J. P. McFadden, R. E. Ergun, and
R. J. Strangeway (2007), How important are dispersive Alfvén waves for
auroral particle acceleration?, Geophys. Res. Lett., 34, L07101,
doi:10.1029/2006GL029144.

Eriksson, A. I., A. Mälkki, P. O. Dovner, R. Boström, G. Holmgren, and
B. Holback (1997), A statistical survey of auroral solitary waves and weak
double layers: 2. Measurement accuracy and ambient plasma density,
J. Geophys. Res., 102, 11,385–11,398.

Gary, S. P. (1985), Electrostatic instabilities in plasmas with two electron
components, J. Geophys. Res., 90, 8213–8221.

Génot, V., P. Louarn, and D. Le Quéau (1999), A study of the propagation
of Alfvén waves in the auroral density cavities, J. Geophys. Res., 104,
22,649–22,656.

MOTTEZ AND GÉNOT: ALFVÉN PULSE IN CAVITY A00K15A00K15

10 of 11



Génot, V., P. Louarn, and F. Mottez (2000), Electron acceleration by Alfvén
waves in density cavities, J. Geophys. Res., 105, 27,611–27,620.

Génot, V., P. Louarn, and F. Mottez (2001a), Fast evolving spatial structure
of auroral parallel electric fields, J. Geophys. Res., 106, 29,633–29,644.

Génot, V., F. Mottez, and P. Louarn (2001b), Particle acceleration linked to
Alfven wave propagation on small scale density gradients, Phys. Chem.
Earth, Part C, 26, 219–222.

Génot, V., P. Louarn, and F. Mottez (2004), Alfvén wave interaction with
inhomogeneous plasmas: Acceleration and energy cascade towards
small‐scales, Ann. Geophys., 6, 2081–2096.

Goertz, C. K. (1984), Kinetic Alfvén waves on auroral field lines, Planet.
Space Sci., 32, 1387–1392.

Hess, S., F. Mottez, and P. Zarka (2007), Jovian S burst generation by
Alfvén waves, J. Geophys. Res. , 112 , A11212, doi:10.1029/
2006JA012191.

Hess, S., F. Mottez, and P. Zarka (2009), Effect of electric potential struc-
tures on Jovian S‐burst morphology, Geophys. Res. Lett., 36, L14101,
doi:10.1029/2009GL039084.

Hess, S. L. G., P. Delamere, V. Dols, B. Bonfond, and D. Swift (2010),
Power transmission and particle acceleration along the Io flux tube,
J. Geophys. Res., 115, A06205, doi:10.1029/2009JA014928.

Heyvaerts, J., and E. R. Priest (1983), Coronal heating by phase‐mixed
shear Alfven waves, Astron. Astrophys., 117, 220–234.

Hilgers, A., B. Holback, G. Holmgren, and R. Bostrom (1992), Probe mea-
surements of low plasma densities with applications to the auroral accel-
eration region and auroral kilometric radiation sources, J. Geophys. Res.,
97, 8631–8641.

Hull, A. J., M. Wilber, C. C. Chaston, J. W. Bonnell, J. P. McFadden,
F. S. Mozer, M. Fillingim, and M. L. Goldstein (2010), Time development
of field‐aligned currents, potential drops, and plasma associated with an
auroral poleward boundary intensification, J. Geophys. Res., 115,
A06211, doi:10.1029/2009JA014651.

Hultqvist, B., R. Lundin, K. Stasiewicz, L. Block, and P. Lindqvist (1988),
Simultaneous observation of upward moving field‐aligned energetic
electrons and ions on auroral zone field lines, J. Geophys. Res., 93,
9765–9776.

Kletzing, C. A. (1994), Electron acceleration by kinetic Alfvén waves,
J. Geophys. Res., 99, 11,095–11,104.

Louarn, P., J. E. Wahlund, T. Chust, H. de Feraudy, A. Roux, B. Holback,
P. O. Dovner, A. I. Eriksson, and G. Holmgren (1994), Observation of
kinetic Alfvén waves by the FREJA spacecraft, Geophys. Res. Lett.,
21, 1847–1850.

Lysak, R. L., and W. Lotko (1996), On the kinetic dispersion relation for
shear Alfvén waves, J. Geophys. Res., 101, 5085–5094.

Lysak, R. L., and Y. Song (2008), Propagation of kinetic Alfvén waves in
the ionospheric Alfvén resonator in the presence of density cavities,
Geophys. Res. Lett., 35, L20101, doi:10.1029/2008GL035728.

McClements, K. G., and L. Fletcher (2009), Inertial Alfvén wave accelera-
tion of solar flare electrons, Astrophys. J., 693, 1494–1499, doi:10.1088/
0004-637X/693/2/1494.

Mottez, F. (2003), Exact nonlinear analytic Vlasov‐Maxwell tangential
equilibria with arbitrary density and temperature profiles, Phys. Plasmas,
10, 2501–2508.

Mottez, F. (2004), The pressure tensor in tangential equilibria, Ann. Geophys.,
22, 3033–3037.

Mottez, F. (2008), A guiding centre direct implicit scheme for magnetized
plasma simulations, J. Comput. Phys., 227, 3260–3281.

Mottez, F., J. C. Adam, and A. Heron (1998), A new guiding centre PIC
scheme for electromagnetic highly magnetized plasma simulation, Com-
put. Phys. Commun., 113, 109–130.

Mottez, F., V. Génot, and P. Louarn (2006), Comment on “PIC simulations
of circularly polarised Alfvén wave phase mixing: A new mechanism for
electron acceleration in collisionless plasmas” by Tsiklauri et al., Astron.
Astrophys., 449, 449–450, doi:10.1051/0004-6361:20054229.

Mottez, F., S. Hess, and P. Zarka (2010), Explanation of dominant oblique
radio emission at Jupiter and comparison to the terrestrial case, Planet.
Space Sci., 58, 1414–1422.

Semeter, J., J. Vogt, G. Haerendel, K. Lynch, and R. Arnoldy (2001),
Persistent quasiperiodic precipitation of suprathermal ambient electrons
in decaying auroral arcs, J. Geophys. Res., 106, 12,863–12,874.

Sydorenko, D., R. Rankin, and K. Kabin (2008), Nonlinear effects in the
ionospheric Alfvén resonator, J. Geophys. Res., 113, A10206,
doi:10.1029/2008JA013579.

Tsiklauri, D. (2007), A minimal model of parallel electric field generation
in a transversely inhomogeneous plasma, New J. Phys., 9, 262.

Tsiklauri, D., J.‐I. Sakai, and S. Saito (2005), Particle‐in‐cell simulations of
circularly polarised Alfvén wave phase mixing: A new mechanism for
electron acceleration in collisionless plasmas, Astron. Astrophys., 435,
1105–1113.

Volwerk, M., P. Louarn, T. Chust, A. Roux, H. de Feraudy, and B. Holback
(1996), Solitary kinetic Alfvén waves: A study of the Poynting flux,
J. Geophys. Res., 101, 13,335–13,344.

Watt, C. E. J., and R. Rankin (2008), Electron acceleration and parallel
electric fields due to kinetic Alfvén waves in plasma with similar thermal
and Alfvén speeds, Adv. Space Res., 42, 964–969.

Watt, C. E. J., and R. Rankin (2010), Do magnetospheric shear Alfvén
waves generate sufficient electron energy flux to power the aurora?,
J. Geophys. Res., 115, A07224, doi:10.1029/2009JA015185.

V. Génot, IRAP, UPS‐OMP, Université de Toulouse, CNRS, 9 Av.
Colonel Roche, BP 44346, F‐31028 Toulouse CEDEX 4, France.
(vincent.genot@cesr.fr)
F. Mottez, Laboratoire Univers et Théories, Observatoire de Paris,

CNRS, Université Paris Diderot, 5 Place Jules Janssen, F‐92190
Meudon, France. (fabrice.mottez@obspm.fr)

MOTTEZ AND GÉNOT: ALFVÉN PULSE IN CAVITY A00K15A00K15

11 of 11



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


